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Abstract. Whenever machine learning is used to prevent illegal or unsanctioned activity
and there is an economic incentive, adversaries will attempt to circumvent the protection
provided. Constraints on how adversaries can manipulate training and test data for classifiers
used to detect suspicious behavior make problems in this area tractable and interesting. This
special issue highlights papers that span many disciplines including email spam detection,
computer intrusion detection, and detection of web pages deliberately designed to manipulate
the priorities of pages returned by modern search engines. The four papers in this special issue
provide a standard taxonomy of the types of attacks that can be expectedin an adversarial
framework, demonstrate how to design classifiers that are robust to deleted or or corrupted
features, demonstrate the ability of modern polymorphic engines to rewritemalware so it
evades detection by current intrusion detection and antivirus systems, and provide approaches
to detect web pages designed to manipulate web page scores returned bysearch engines.
We hope that these papers and this special issue encouragesthe multidisciplinary cooperation
required to address many interesting problems in this relatively new area including predicting
the future of the arms races created by adversarial learning, developing effective long-term
defensive strategies, and creating algorithms that can process the massive amounts of training
and test data available for internet-scale problems.
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1. Introduction

Machine learning techniques are increasingly used in environments where ad-
versaries consciously act to limit or prevent accurate performance. A classical
example is spam filtering where spammers tailor messages to avoid the most
recent spam detection techniques. Further examples of adversarial learning
arise in the field of computer security where an escalating arms race is taking
place between detection and evasion techniques for various types of malware.
In general, one can expect that whenever machine learning is used to provide
protection against some illegal activity, adversaries will attempt to circumvent
these approaches.
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Vulnerability of machine learning methods to adversarial manipulation
cannot be simply brushed off by a plea for new, “robust” methods. The the-
oretical foundations of machine learning are largely built on the assumption
that training data adequately describes the underlying phenomena addressed
by learning. This assumption is obviously violated if either the training or
the test distributions are intentionally altered. Furthermore, even the con-
sideration ofsomepotential difference in the two distributions may not be
appropriate. In the adversarial case, the learning is faced by aworst-case
difference between the training and test distributions, as the attacker – unless
bound by some problem-specific constraints – can be assumed to use any
possible means to disrupt the learning algorithm. Learning methods for adver-
sarial environments should therefore be designed to protect against malicious
data distortion.

Protection against adversarial data may seem to be a “mission impossible”.
Indeed, an unconstrained adversary who can arbitrarily alter data andlabels
can induce an error rate of up to 100% (e.g. (Kearns and Li, 1993; Auer
and Cesa-Bianchi, 1998; Bschouty et al., 2002)). In practice, however, an
attacker must follow certain constraints. For example, a spam email must still
deliver its message, malware sent to a host must correctly execute and exploit
a vulnerability, and adversaries attempting to manipulate search engines can
only control a fraction of all web sites. In some cases, it can be shown that
constraints make finding an optimal attack computationally intractable (Fogla
and Lee, 2006).

Investigation of learning methods for adversarial environments has been
carried out in three largely distinct research areas: machine learning, com-
puter security and spam filtering. In machine learning, previous work has
centered around minimax methods with a goal of attaining robustness against
input uncertainty. Robust classifiers have been developed to handle feature
deletion (Globerson and Roweis, 2006) and general convex invariances (Teo
et al., 2008). Researches have also demonstrated that unique Nash equilibia
exist for some types of adversarial situations (Brückner and Scheffer, 2009).
In addition, a theoretical analysis of robustness of certain learning algorithms
against specific attacks has been carried out in recent work (Nelson et al.,
2010; Kloft and Laskov, 2010).

A somewhat different view of adversarial learning problems has emerged
in the field of computer security, especially intrusion detection. Several meth-
ods have been proposed for detecting anomalous network packets or to au-
tomatically generate signatures that are closely related to machine learning
methods, e.g. one-class classification or naive Bayes (Wang and Stolfo,2004;
Wang et al., 2006; Newsome et al., 2005; Li et al., 2006). For all of these
methods, effective attacks have been proposed shortly thereafter (Fogla et al.,
2006; Perdisci et al., 2006) often followed again by more complex attack-
resistant classifiers (Cretu et al., 2008). Although it has been shown that
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intrusion detection systems that are difficult to spoof and that use “vulner-
ability signatures” can be created for malware that exploits known software
vulnerabilities, these systems are often impractical and far too complex to
protect large networks (Brumley et al., 2006).

Spam filtering is an area where we all have some experience with the
problems of learning in adversarial environments. Various spam filter eva-
sion techniques have not only been considered in the literature (Graham-
Cumming, 2004; Wittel and Wu, 2004; Lowd and Meek, 2005b) but also
witnessed by millions of email users. The urgency of spam filter evasion has
lead to a significant interest to investigation of spam evasion constraints and
robust spam filtering techniques (Dalvi et al., 2004; Lowd and Meek, 2005a).

The heterogeneity of previous work on learning methods for adversar-
ial environments clearly calls for summarization of knowledge from various
fields to establish a multidisciplinary dialogue between research communi-
ties. A starting point for this endeavor was the workshop “Machine Learning
in Adversarial Environments for Computer Security” organized by the editors
of this issue in December 2007 at the Neural Information Processing Systems
– Natural and Synthetic (NIPS) conference (Lippmann and Laskov, 2007).
The goal of this special issue is to deepen the common understanding of
security issues arising in machine learning attained at that workshop via the
presentation of recent novel work in this field.

2. Contributions of the Special Issue

The articles selected for this special issue reflect the diversity of scientific
methodology in the various application domains of adversarial learning. Each
submitted article was carefully reviewed by one member of the editorial board
of the Machine Learning Journal and at least one external reviewer from a re-
spective field. Although we did not have any quotas in mind, the selected arti-
cles span all important application domains. We hope that the presented work
provides insights to a wide spectrum of interested readers. The following
briefly introduces contributed articles.

The special issue begins with a discussion of fundamental issues related to
the security of machine learning carried out by Barreno et al. (Barrenoet al.,
2010). The authors propose a taxonomy of attacks against machine learning
algorithms inspired by the classical security goals, such as availability and in-
tegrity. A number of well-known attacks against machine learning algorithms
are shown to belong to the specific categories in this taxonomy. As a second
contribution, the authors propose a game-theoretic framework for the anal-
ysis of learning algorithms in adversarial environments which is suitable for
formal specification of various attacks in their taxonomy. As an illustration of
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their taxonomy, the authors show how it can guide the development of attacks
against SpamBayes, a popular spam filter.

Dekel et al. (Dekel et al., 2010) apply machine learning techniques to cre-
ate two-class linear classifiers designed to perform well when an adversary
can corrupt or delete a constrained number of input features. They create
a linear-programming solution and a more practical online perceptron-like
algorithm and provide generalization bounds for these two approaches.Both
attempt to create a robust classifier that uses many input features instead of
focusing on a few important features that may be the first an adversary deletes.
These new algorithms always performed as well as or better than a conven-
tional linear SVM classifier. They outperformed the SVM classifier and other
robust classifiers in handwritten digit recognition applications where thereare
many input features and a high level of feature redundancy.

The challenges to be faced by machine learning algorithms in the do-
main of malware analysis are investigated in (Song et al., 2010). The main
motivation of this work is the exploding variability of malicious programs
observed by security experts in the “wild”. Unlike typical machine learning
literature, the authors try to analyze the difficulty of the malware detection
problem rather than propose a specific solution for it. The authors investigate
various automated evasion techniques that enable malware writers to generate
highly variable polymorphic versions of malware that all exploit the same
software vulnerability. Two quantitative measures are proposed for evalua-
tion of the strength of polymorphic engines: the variation strength and the
propagation strength. Using these measures, the authors analyze variability
of real shellcode examples and claim that the degree of variability attainable
by polymorphic engines raises a strong doubt that attacks can ever me mod-
eled by the simple generative approach (i.e. attack signatures) used in many
common intrusion detection and antivirus tools.

The last article of this issue (Abernethy et al., 2010) goes back to a specific
application scenario of learning in adversarial environments: web spam detec-
tion. Web spam poses a serious threat to web information retrieval. Its main
goal is to skew the results of search or ranking queries by malicious content
manipulation. A new algorithm WITCH for web spam detection is presented
which simultaneously explores the structure of link information in web pages
as well as content features. The method is efficient, scalable and provides a
significant accuracy improvement on a standard web spam benchmark data.

3. Conclusions

Machine learning can provide solutions to difficult security problems on the
internet included filtering spam email, detecting various types of attacks against
servers and personal computers, and detecting web pages deliberatelyde-
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signed to manipulate the web page priorities computed by modern search
engines. All of these problems involve manipulation of massive amounts
of data in a highly variable environment and the need for rapid and accu-
rate training and classification. The existence of adversaries who can make
a profit in these areas complicates the application of machine learning and
creates an arms-race between those developing improved classifiers andad-
versaries trying to manipulate these classifiers. Fortunately, each application
area provides constraints on adversarial actions that make classification, to
some extent, feasible. Papers in this special issue provide an initial taxonomy
of adversarial attacks and a sampling of approaches used by adversaries to
defeat current methods and by defenders to create more robust classifiers.
It is hoped that these papers will encourage multidisciplinary work that can
focus on difficult problems including predicting the future of these types of
arms races, developing effective long-term defensive strategies, developing
algorithms that scale up to the massive amounts of data required to train and
test systems across the internet, and incorporating various types of diversity
and randomness in classifier training and use to prevent adversaries from
predicting classifier outcomes.
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